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In the rapidly evolving landscape of Artificial Intelligence (AI), the need for robust and reliable
AI models is more critical than ever. As AI continues to play an increasing role in our daily
lives, it has become imperative to ensure that AI models can consistently perform well and
make trustworthy decisions. The Algorithmic Impact Assessment is a critical process that
evaluates the impact of AI systems from an ethical and human perspective by focusing on
Explainability, Fairness and Robustness points of view. One key aspect that significantly
contributes to the understandability and trustworthiness of symbiotic AI systems is the
provision of explanations of decision models. These explanations serve as the bridge
between complex AI algorithms and human understanding. Research and practical
experience have proved that when explanations are provided alongside AI system outputs,
users typically increase their trust in algorithms.

In this course, we will present an overview of Explainable Artificial Intelligence (XAI)
strategies to produce explanations of the behaviour of algorithms and justification of model
decisions (e.g., global or local algorithms, agnostic or specific algorithms). In particular, we
will showcase several examples of recent progress in applying XAI in order to account for
specific critical conditions (e.g., imbalanced data, concept drifts, adversarial samples), as
well as methods to account for knowledge disclosed with explanations, in order to improve
robustness of symbiotic models (e.g., distillation, defensive distillation, attention).
Specifically, the course will be organized into two main sections:
(i) Generating explanations and decision justifications: this section is likely to cover the
strategies and techniques for creating understandable explanations.
(ii) Learning robust AI models accounting for explanations: this section will likely focus on
methods and practices for building more robust AI models including model reliability,
interpretability, and resilience to adversarial attacks.
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Credits and Hours
3 credits, two of lectures (16 hours) and one of practice (15 hours), for a total of 31 hours.

Exam Modality
Two alternatives are available to the student to pass this exam:

1) Paper presentation. Students will illustrate 1 paper suggested by the teachers by
discussing novelties and issues and identifying possible relationships with their
research projects. No groups are allowed

2) Project. Students will implement and experimentally validate an XAI-based approach
for an ML technique suggested by the teachers. Projects can be done in groups of
1-3 students, depending on the complexity of the technique.
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Giuseppina Andresini is an Assistant Professor (non-tenure) at the Department of Computer
Science, the University of Bari Aldo Moro. She graduated cum Laude in Computer Science
from the University of Bari Aldo Moro, Italy, in April 2018, discussing a Laurea thesis on data
mining. She was a Ph.D. Student in Computer Science (with a scholarship) from November
2, 2018 to November 1, 2021 with a research project on “Innovative machine learning
techniques for cybersecurity”. She received a Ph.D. in Computer Science, University of Bari
Aldo Moro, Italy, in March 2022. Her current research interests mainly concern deep
learning, XAI and adversarial learning with applications in cybersecurity and remote sensing.
On these topics, she has published several papers in international journals and international
conferences. She has been a member of the Organization Committee of the
CyberChallenge.IT 2020 and 2021 in the Department of Computer Science, University of
Bari Aldo Moro. She has participated in the organization (as co-chair) of the three editions of
Workshop on Machine Learning for Cybersecurity co-located with ECML PKDD 2021-2023.
She held 2 CFU (16 hours) of the course Advanced Machine Learning for Cyber Defense at
PhD Programme in Computer Science and Mathematics, University of Bari, Italy - Cycle
XXXVII. She held the module of Deep Learning Advanced (12 hours) for the course of
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Machine Learning Techniques and Applications of Master 2 DISS (Data Intelligence for
Smart Systems) at Lyon 1 University (Lyon, France). She has co-tutored 20 theses in both
Bachelor and Master degrees on topics cybersecurity, machine learning, adversarial learning
and deep learning.
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